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Abstract

Active control is a potential solution to many noise and vibration problems for improving the low-frequency

performance. Cavity noise reduction as encountered for instance in aircraft cabins and vehicle interiors is a typical

example. However, the conventional design of these active solutions may lead to suboptimal products, since the interaction

between the vibro-acoustic plant dynamics and control dynamics is usually not considered. A proper way to design such

active systems would be considering control and plant parameters concurrently. To cope with this approach, a

methodology to derive a fully coupled mechatronic model that deals with both the vibro-acoustic plant dynamics as well as

the control parameters is proposed. The inclusion of sensor and actuator models is investigated, since it contributes to the

model accuracy as it can confer frequency, phase or amplitude limitations to the control performance. The proposed

methodology provides a reduced state-space model derived from a fully coupled vibro-acoustic finite element model.

Experimental data on a vibro-acoustic vehicle cabin mock-up are used to validate the model reduction procedure.

Regarding noise reduction, optimization results are presented considering both vibro-acoustic plant features, such as

thicknesses, and control parameters, such as sensor and actuator placement and control gains. A collocated sensor/

actuator pair is considered in a velocity feedback control strategy. The benefits of a concurrent mechatronic design when

dealing with active structural–acoustic control solutions are addressed, illustrated and experimentally validated.

r 2008 Elsevier Ltd. All rights reserved.
1. Introduction

The demands for improvement in sound quality and reduction of noise generated by vehicles, as well as the
penalties for space and weight of passive solutions are steadily increasing. Active solutions have the potential
to enhance the dynamic performance beyond the passive performance which may allow a lighter and improved
product [1].

Demonstrations of the viability of active noise control (ANC) and active structural–acoustic control
(ASAC) in cavity noise applications, including automotive interior noise reduction, have been described
by several authors [1–6]. A relatively new development in ASAC is the use of decentralized controllers,
ee front matter r 2008 Elsevier Ltd. All rights reserved.
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i.e., systems with sensors and actuators connected as independent pairs in feedback loops, rather than through
a centralized control unit. This technique has received considerable attention [7–11], mainly because of its
advantages over the centralized strategy in terms of the practical realization (simpler connections and savings
on cabling) and the system transducer fault tolerance [11]. The importance of the proper placement of sensors
and actuators has also been highlighted in Refs. [9,11–13].

Nowadays, virtual prototyping techniques are being developed in order to support the design process and to
improve product performance, while reducing design costs and shortening development cycles [14]. In order to
bring active solutions to the level of industrial applications, the designer needs numerical tools that allow the
inclusion of sensors/actuators and control strategy in the virtual product design and optimization. In this way,
the design of active solutions for noise reduction should be performed along the lines of a mechatronic design
approach. For the purpose of this study, a mechatronic design is defined as an approach that deals with the
integrated design of a mechanical system and its embedded control system [15]. This approach has been
illustrated by performing a concurrent optimization for a 3-axis machine tool considering control and
structural aspects, resulting in an improved system performance [16]. For active noise control, the concurrent
mechatronic approach has been rarely employed. Recently, a simultaneous structural and control
optimization of a flexible linkage mechanism for noise attenuation has been described [17]. In that case, the
aim is to reduce the structural–acoustic radiation of a flexible mechanism considering in the objective function
the weight of the structure, the vibration energy and the control system energy. It is claimed that the integrated
approach improved significantly the acoustic radiation (performance) and the controller inputs (effort) for
that case study.

In this paper, a concurrent mechatronic approach to active control design for interior cavity noise
reduction, as encountered for instance in automotive interior applications, is proposed using simulation and
optimization. The benefits of this methodology are demonstrated on a vibro-acoustic cabin mock-up (Figs. 1
and 2). It consists of a simplified car cavity with concrete walls to provide well-defined acoustic boundary
conditions, thus reducing uncertainties during the vibro-acoustic modeling phase. The system is divided into
two closed cavities: the passenger compartment (PC) and the engine compartment (EC). A rectangular
clamped steel panel resembles the firewall, allowing the disturbance noise generated by the acoustic source in
the EC to be transmitted to the PC. The PC main dimensions are 3400� 1560� 1270mm3; the EC is
800� 1100� 750mm3; and the firewall is 895� 545� 1:5mm3 (Fig. 2). A structural sensor/actuator pair
(SAP) placed on the firewall realizes the control signals for noise reduction in the PC.

One of the challenges lies in deriving reasonably sized models that integrate the structural, acoustic and
electrical components along with the control algorithm. Moreover, the presence of distinct paths
(fluid–structure–fluid) imposes the necessity of dealing with fully coupled vibro-acoustic models. In order
to fulfill this requirement, a fully coupled finite element (FE) model of the vibro-acoustic system is reduced and
exported as a state-space (SS) model into Matlab/Simulink. The inclusion of sensor and actuator models,
which can be realized in this environment, contributes to the model accuracy, since their own dynamics may
change the original system response significantly.
Fig. 1. Photo of the experimental setup: the vibro-acoustic cabin mock-up.
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Fig. 2. Schematic view of the system under study (dimensions in mm).
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The modeling approach for the fully coupled vibro-acoustic system and its experimental validation are
presented in Section 2. The integrated design of the active system is treated in Section 3. Finally, some
conclusions are addressed in Section 4.

2. Fully coupled vibro-acoustic modeling approach

Vibro-acoustic systems can be modeled using Computer Aided Engineering (CAE) tools such as FE and/or
boundary element (BE) methods. In order to improve the prediction of the structural behavior in the presence
of fluid loads, simulation procedures have been proposed [18–20], where the influence of the fluid (modeled
with BE) is included in the original structural FE models. The present case study, however, requires not only
the fluid load on the structure but also the interaction between the structural vibrations and the pressure field.
In other words, the vibro-acoustic model should be fully coupled. To cope with this, a coupled vibro-acoustic
FE/FE modeling approach is adopted [21]. As a result, any combination of structural and acoustic inputs/
outputs can be used for the control design, e.g., an acoustic source in the EC, structural sensors and actuators
on the firewall and a microphone in the PC.

Another advantage of using a fully coupled vibro-acoustic approach is the accuracy of the estimated closed-
loop performance, as an uncoupled analysis can overestimate the controller efficiency [22]. It is also required
that the modeling approach fits into an optimization loop, as the design of an active control system usually
requires the setting of some controller parameters (e.g. sensor and actuator positions and control gains).

One of the coupled FE/FE formulations is the Eulerian, in which the structural degrees of freedom (dofs)
are displacement vectors, while the acoustic dofs are expressed as scalar functions. The latter is usually the
acoustic pressure, but can also be the fluid velocity potential [23–27]. If pressure is adopted, the system of
equations yields non-symmetrical mass and stiffness matrices, posing a disadvantage to FE solvers. The choice
of velocity potential as acoustic dof also presents a drawback, as the vibro-acoustic coupling terms populate
the damping matrix, yielding a symmetric but complex model, which is computationally more expensive than
the non-symmetric one [28]. Moreover, the modal base resulting from the non-symmetric eigenproblem can
easily be handled by the modeling procedure, as will be described in more detail in the next section. Therefore,
a displacement/pressure Eulerian formulation is adopted hereafter.

2.1. From vibro-acoustic FE to state-space formulation

Usually, control design and simulation is performed in a dedicated time-domain environment, raising the
necessity of deriving a compatible representation of the system under study. An appropriate approach would
be a modal representation of the FE model in a SS formulation. This representation is a mathematical model
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of a physical system as a set of input, output and state variables related by first-order differential equations,
providing a convenient and compact way to model and analyze systems with multiple inputs and outputs.
A number of control design tools are available for systems described in this form such as linear-quadratic-
Gaussian (LQG) design, linear-quadratic state-feedback regulator design (LQR) and H1 controller synthesis.
The purpose of this paper is to deliver tools to allow the designer to perform a concurrent mechatronic design;
therefore, the SS representation suits this objective better.

A first step in the FE modeling of vibro-acoustic systems is the definition of appropriate meshes for the
acoustic and structural components. Coincident structural and acoustic meshes are adopted over the coupling
boundary resulting in a simplified procedure [29]. The frequency range of interest is limited to 0–200Hz to
reduce the computational effort during the modeling procedure. It may not be representative for all interior
acoustic problems, but is sufficient to demonstrate the proposed technique and to provide general insights.
Moreover, this choice is not a limiting factor, since this technique is valid as far as FE models can be used.

The size of the structural elements is chosen such that the highest-order mode (at 160Hz: see Fig. 3b and
Table 1) is represented by at least 6 linear elements. The structural mesh (Fig. 3a) has 200 4-noded shell
elements, yielding 1026 dofs since the borders of the firewall are clamped. The chosen 4-node shell element was
an isoparametric quadrilateral element with the evaluation of the forces at the centroid of the element
(QUAD4). This element may exhibit locking effects for trapezoidal shapes [30]. Due to the characteristic of the
geometry, a rectangular mesh was employed avoiding this phenomenon. Experimental validation, showed
hereafter, confirms the model accuracy. However, the locking phenomenon should be addressed properly
when more complicated geometries and meshes are involved. The 1.5mm-thick firewall presents 12 modes
between 0 and 200Hz (Table 1).

The element type chosen for the acoustic mesh is the 8-noded brick element. The resulting mesh, with 26,050
elements, and the mode shape at 192.5Hz are depicted in Fig. 4. The total number of acoustic dofs is 23,196.
With respect to the element size, this acoustic model exhibits a minimum of 6 linear elements per wavelength
up to 500Hz.

Table 1 shows the resonance frequencies for the coupled vibro-acoustic model and the uncoupled structural
and acoustic components. It also shows the mode shapes in terms of the number of half-wavelengths in the x, y

and z directions for the uncoupled modes.
In a coupled FE/FE approach, the effect of the fluid on the structure dynamics can be considered as a

pressure load on the wetted surface. For a system with ns structural dofs and na acoustic dofs, the structural
differential equation takes the form of Eq. (1).

ðKs þ joDs � o2MsÞuðoÞ þ KcpðoÞ ¼ FsðoÞ, (1)

where Ks, Ds and Ms 2 Rns�ns are, respectively, the stiffness, damping and mass matrices of the structural
component, Kc 2 Rns�na is the coupling matrix, u 2 Rns�1 is the vector of structural displacement dofs, p 2
Rna�1 is the vector of nodal acoustic pressures and Fs 2 R

ns�1 is the structural load vector.
A

0

Fig. 3. Firewall: (a) FE mesh and (b) uncoupled mode at 160Hz [5,1].
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Table 1

Resonance frequencies for coupled and uncoupled systems

Vibro-acoustic modes Uncoupled structural modes Uncoupled acoustic modes

Modes Freq. Freq. Half-wavelength Freq. Wavelength

] (Hz) (Hz) ðy; zÞ (Hz) ðx; y; zÞ

1 0 0 EC - [0,0,0]a

2 0 0 PC - [0,0,0]b

3 35.3 34.2 [1,1]

4 49.1 48.3 [2,1]

5 52.5 52.1 PC - [1,0,0]

6 75.6 75.6 [3,1]

7 85.9 86.0 [1,2]

8 99.4 99.4 [2,2]

9 101.8 101.6 PC - [2,0,0]

10 110.5 110.6 PC - [0,1,0]

11 112.5 112.6 [4,1]

12 122.4 122.5 [3,2]

13 122.9 122.8 PC - [1,1,0]

14 137.2 137.2 PC - [0,0,1]

15 145.9 145.9 PC - [3,0,0]

16 151.3 151.3 PC - [2,1,0]

17 155.7 155.7 [4,2]

18 157.1 157.2 PC - [1,0,1]

19 159.0 158.7 EC - [0,1,0]

20 160.0 159.9 [5,1]c

21 164.5 164.5 [1,3]

22 176.0 176.0 PC - [0,1,1]

23 177.8 177.8 [2,3]

24 182.9 182.8 PC - [2,0,1]

25 184.1 184.1 PC - [1,1,1]

26 192.5 192.5 PC - [2,1,1]d

27 198.9 199.0 [3,3]

28 199.4 199.7 PC - [4,0,0]

aEC ¼ Engine compartment.
bPC ¼ Passenger compartment.
cMode depicted in Fig. 3.
dMode depicted in Fig. 4.

-A

A

0

Fig. 4. Acoustic cavities: (a) FE mesh and (b) uncoupled mode at 192.5Hz.
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In a similar way, the structural vibrations provide an acoustic velocity input and therefore must be taken
into account in the acoustic model as

ðKa þ joDa � o2MaÞpðoÞ þ o2McuðoÞ ¼ FaðoÞ, (2)

where Ka, Da and Ma 2 Rna�na are the acoustic stiffness, damping and mass matrices, Mc 2 Rna�ns is the
coupling matrix and Fa 2 Rna�1 is the acoustic load vector. For the sake of brevity, any frequency-dependent
function ‘hðoÞ’ is represented just as ‘h’ hereafter.
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Using the relation Mc ¼ �r0K
T
c [31–34], where q0 is the fluid density, the combined system of equations,

known as the Eulerian FE/FE model, yields:

Ks Kc

0 Ka

" #
þ jo

Ds 0

0 Da

" #
� o2

Ms 0

�r0K
T
c Ma

" # !
u

p

( )
¼

Fs

Fa

( )
. (3)

Based on Eq. (3) it is clear that the resulting vibro-acoustic system is coupled, though it is no longer
symmetric. As a consequence of this non-symmetric nature, the solution of the associated undamped
eigenproblem is computationally more demanding and results in different left and right eigenvectors:

Ks Kc

0 Ka

" #
fURgr ¼ o2

r

Ms 0

�r0K
T
c Ma

" #
fURgr; r ¼ 1; . . . ; na þ ns, (4)

fULg
T
r

Ks Kc

0 Ka

" #
¼ o2

r fULg
T
r

Ms 0

�r0K
T
c Ma

" #
; r ¼ 1; . . . ; na þ ns, (5)

where r is the index of the coupled natural frequency or and UL and UR 2 RðnsþnaÞ�1 are, respectively, the left
and right coupled modes.

Moreover, it has been indicated [35] that, for the Eulerian formulation, the left and right eigenvectors can be
related as

fULgr ¼
fULsgr

fULagr

( )
¼
fURsgro2

r

fURagr

( )
; r ¼ 1; 2; . . . ; ns þ na, (6)

where the indexes a and s represent, respectively, the acoustic and structural dofs.
A common practice in solving such vibro-acoustic problems is the use of component mode synthesis (CMS).

It consists of expanding the structural dofs in terms of a set of Ns uncoupled structural modes Us 2 R
ns�1

(without any acoustic pressure load along the coupling interface), as well as expanding the acoustic dofs in
terms of a set of Na uncoupled acoustic modes Ua 2 Rna�1 (acoustic boundaries considered rigid at the wetted
surface). The structural and acoustic expansions become, respectively,

u ¼
XNs

r¼1

qsr
fUsgr ¼ Usqs, (7)

p ¼
XNa

r¼1

qar
fUagr ¼ Uaqa, (8)

where qs 2 R
Ns�1 is the vector of modal amplitudes related to the structural dofs, qa 2 RNa�1 is the vector of

modal amplitudes related to the acoustic dofs, Us 2 Rns�Ns is the structural modal matrix, Ua 2 R
na�Na is the

acoustic modal matrix and r is the index representing the number of the mode.
This procedure yields non-symmetrical coupled modal stiffness and mass matrices [34]. Therefore,

obtaining the modal SS representation of a reduced model derived from CMS can be a difficult task,
since it is necessary to invert the coupled modal mass matrix (which is non-diagonal) and the coupling matrix
should be fully available. An alternative to describe a modal SS for a fully coupled vibro-acoustic system is to
apply a variable substitution to the coupled eigenproblem related to Eq. (3) [36]. This procedure is detailed
hereafter.

Substituting the component mode expansions in Eqs. (7) and (8) into Eq. (3) and pre-multiplying the
structural and acoustic parts of the resulting matrix equation, respectively, with the transpose of the structural
and acoustic modal vectors yields the undamped modal representation:

UT
s KsUs UT

s KcUa

0 UT
aKaUa

" #
� o2

UT
s MsUs 0

�r0U
T
aK

T
c Us UT

aMaUa

" # !
qs

qa

( )
¼

UT
s Fs

UT
aFa

( )
. (9)
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The homogeneous system of equations related to Eq. (9) can be written as

UT
s ðKs � o2MsÞUs UT

s KcUa

o2UT
aK

T
c Us �

1

r0
UT

a ðKa � o2MaÞUa

2
64

3
75 qs

qa

( )
¼

0

0

� �
. (10)

Since each uncoupled mode is normalized with respect to the uncoupled mass matrices, Eq. (10) yields:

X2
s � o2I UT

s KcUa

o2UT
aK

T
c Us �

1

r0
ðX2

a � o2IÞ

2
64

3
75 qs

qa

( )
¼

0

0

� �
, (11)

where Xs 2 RNs�Ns and Xa 2 RNa�Na are, respectively, the structural and acoustic diagonal matrices of
uncoupled natural frequencies.

Eq. (11) still results in a non-symmetric eigenproblem and is therefore expensive to solve. The first line of
Eq. (11) leads to

qs ¼ o2ðX2
s Þ
�1qs � ðX

2
s Þ
�1UT

s KcUaqa. (12)

Applying the substitution q̄s ¼ o2qs in Eq. (12) yields:

qs

qa

( )
¼
ðX2

s Þ
�1
�ðX2

s Þ
�1UT

s KcUa

0 I

" #
q̄s

qa

( )
. (13)

Using Eq. (13) it is possible to rewrite Eq. (11) as a symmetric system of equations in fq̄s qag
T:

I� o2ðX2
s Þ
�1 o2ðX2

s Þ
�1UT

s KcUa

o2ðX2
s Þ
�1UT

aK
T
c Us �

1

r0
ðX2

a � o2IÞ � o2UT
aK

T
c UsðX

2
s Þ
�1UT

s KcUa

2
64

3
75 q̄s

qa

( )
¼

0

0

� �
. (14)

The coupled modal vector Ū 2 RðnsþnaÞ�ðNsþNaÞ, resulting from the eigenproblem associated with Eq. (14) on
fq̄s qag

T, can be interpreted as the left eigenvector UL of the eigenproblem in Eq. (5) on fqs qag
T. The right

eigenvector UR can be retrieved using Eq. (6).
Since the uncoupled bases Ua and Us result from symmetric eigenproblems, solving Eq. (14) may seem less

demanding when compared to the solution of Eqs. (4) and (5). However, the reduction on the computational
effort is rather small; to accurately represent the coupled modes, it is necessary to retain a higher number of
uncoupled modes. Nevertheless, the advantage of this method is the possibility of using dedicated software for
each component uncoupled modal analysis.

Eventually, the structural and acoustic dofs fu pgT can be projected using the modal base (UL and UR) and
the modal coordinate q using the following expansion:

u

p

( )
¼
XNsþNa

r¼1

qrfURgr ¼ URq. (15)

Moreover, the left and right eigenvectors are normalized such that:

UT
L

Ms 0

�r0K
T
c Ma

" #
UR ¼ I, (16)

UT
L

Ks Kc

0 Ka

" #
UR ¼ X2, (17)

UT
L

Ds 0

0 Da

" #
UR ¼ C, (18)



ARTICLE IN PRESS
L.P.R. de Oliveira et al. / Journal of Sound and Vibration 314 (2008) 507–525514
where I, X2 and C 2 RðNsþNaÞ�ðNsþNaÞ are, respectively, the identity, the squared coupled natural frequencies
and the modal damping matrices.

Applying the modal expansion described by Eq. (15) in Eq. (3) and pre-multiplying it by UT
L, Eq. (3) can be

re-written as

UT
L

Ks Kc

0 Ka

" #
URqþUT

L

Ds 0

0 Da

" #
UR _qþUT

L

Ms 0

�r0K
T
c Ma

" #
UR €q ¼ UT

L

Fs

Fa

( )
. (19)

Using the relations described by Eqs. (16)–(18), Eq. (19) can be described in a modal SS form:

_q

€q

( )
¼

0 I

�X2
�C

� �
q

_q

( )
þ

0

UT
LB

" #
Fsi

Fai

( )
, (20)

uo

po

( )
¼ ½CUR 0�

q

_q

( )
, (21)

where B 2 RðnaþnsÞ�Ni is a matrix with ones on the Ni desired input dofs and zeros everywhere else, Fsi 2 RNsi�1

is the structural input load vector, Fai 2 RNai�1 is the acoustic input load vector (with Nsi þNai ¼ Ni),
uo 2 RNso�1 is the structural output vector, po 2 RNao�1 is the acoustic output vector (with Nso þNao ¼ No)
and C 2 RNo�ðnaþnsÞ is a matrix with ones on the No desired output dofs and zeros everywhere else. In this
formulation, the role of B and C is to select, respectively, columns from UT

L and rows from UR according to
the desired input’s and output’s dofs.

Applying the aforementioned procedure, the original 24,192 dofs (23,196 unconstrained acoustic and 1026
unconstrained structural) have been reduced to an SS model with 2� ðNs þNaÞ dofs, related to the retained
modal amplitudes q and their derivatives _q, with force and volume velocity as inputs and displacement and
pressure as outputs. The number of retained acoustic modal amplitudes is the same for all configurations,
since the cavity compartments are not modified during the optimization procedure. Thus, Na ¼ 78, i.e. the
number of uncoupled acoustic modes with a natural frequency up to 400Hz, which is adequate to represent
the acoustic system in the frequency range of interest (0–200Hz). In order to represent the structure (firewall)
in the frequency range of interest, Ns may vary according to the number of modes occurring from 0 to 400Hz.
Table 2shows Ns for several firewall thicknesses. Considering the nominal 1.5mm firewall, the total number of
states is 214 (2� ð78þ 29Þ). Fewer states would lead to inaccuracies within the frequency of interest.

The validity of the reduced model is illustrated by comparing FRFs from the original model with the
reduced model (Fig. 5). The system inputs are volume velocity applied in the EC (acoustic input) and force
applied on the firewall (structural input), and the outputs are pressure measured at the PC (acoustic output)
and displacement measured at the firewall (structural output). The good correlation between the reduced SS
and the direct FE models validates the model reduction procedure.

2.2. Experimental validation

The FRFs derived from the SS model are compared with the FRFs measured on the cabin mock-up. The
considered FRFs include structural and acoustic inputs and outputs. As depicted in Fig. 6(a), the structural
excitation is performed with an LDS shaker (model V201/3), the force transducer is a PCB 208C04 and the
accelerometers are PCB 352C67. Fig. 6(b) shows the LMS acoustic source (model E-LMFVVS) placed at
the EC. The microphones used are B&K 4188. The vibro-acoustic system has been excited with white noise. The
FRFs are measured with an Hv estimator, while input and output signals are filtered with Hanning windows.
Table 2

Retained structural modal amplitudes (Ns) for different firewall thickness

Firewall thickness (mm) 0.5 1.0 1.5 2.0 2.5 3.0 3.5 4.0 4.5

Ns 94 47 29 20 15 13 10 7 7
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Fig. 5. Comparison between (- -) FE and (-) SS FRFs: (a) acoustic/acoustic, (b) acoustic/structural, (c) structural/acoustic and
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Fig. 6. Experimental setup: (a) view from the passenger compartment with shaker and sensors and (b) view from the engine compartment

with sound source.
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Fig. 7 shows a comparison between the experimental and the simulated (derived from the SS model) FRFs.
The material properties adopted for this model (nominal case) are: speed of sound in the air co ¼ 344:7m=s,
air density r0 ¼ 1:185 kg=m3, firewall density (steel) rs ¼ 7800 kg=m3 and elasticity modulus E ¼ 2:33�
1011 Pa. A single modal damping ratio of 0.35% is applied in the SS model.

As can be seen, the resulting FRFs present a good agreement up to 150Hz. Discrepancies above this
frequency arise among others from the lack of accuracy in determining the exact place of the disturbance
source, sensor/actuator pairs and microphones and from assuming the disturbance source as an ideal point
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source. Such mismatches are expected and reflect a limitation in the FE modeling rather than in the use of the
reduced models in a closed-loop form, which is the focal point of this work.

2.3. Inclusion of sensor and actuators pairs (SAP) models

For ASAC simulations, the models must integrate not only structural and acoustic components but also
sensors, actuators and the controller algorithm. The importance of including detailed information about the
controller and the secondary paths is critical for an accurate assessment of the actual performance, since
sensor and actuator dynamics can present frequency, phase and amplitude limitations. In order to cope with
this strategy, the reduced model of the system, derived from the aforementioned methodology and described in
a SS representation, is included in the control system design environment (Matlab/Simulink), where the
interaction between the structure and the sensor/actuator can be taken into account.

In this case study, sensors and actuators are, respectively, accelerometers and inertial-shakers. Appropriate
accelerometers are selected, for the frequency range of interest, such that the voltage signal generated by these
devices can be considered proportional to the measured quantity. However, for the inertial-shakers, a more
detailed model for the electro-mechanical coupling within the actuator and its interaction with the structure
must be taken into account. The interaction between an electrodynamic shaker and the structure under test
has been an issue since the very beginning of modal test methods (see e.g. Ref. [37,38]) and is still a subject of
research [39–41].

Fig. 8 shows the electromechanical model of an inertial-shaker. The mechanical model (Fig. 8a) comprises
the moving mass mi ¼ 0:03 kg, the suspension stiffness ki ¼ 29:6N=m and damping ci ¼ 0:1N=ðm=sÞ, the
moving mass displacement ui, the structure connecting point displacement us and the electro-magnetic force
Fe. The electro-magnetic force is proportional to the current I in the circuit, Fe ¼ kf I , where kf ¼ 4N=A is
the force–current constant.

The electrical model (Fig. 8b) includes the current I , the voltage input E, the circuit resistance R ¼ 4O, the
inductance L ¼ 5mH and the voltage generated by the moving coil Ebemf . The latter can be written in terms of
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the voltage constant kv ¼ 4V=ðm=sÞ and the relative velocity between the structure connecting point and the
moving mass, Ebemf ¼ kvð _us � _uiÞ. Eqs. (22) and (23) describe the dynamics of this coupled electro-mechanical
system operating in voltage mode (ideal power amplifier).

RI þ L _I þ Ebemf ¼ E, (22)

mi €ui þ cið _us � _uiÞ þ kiðus � uiÞ ¼ F e. (23)

As proposed in Ref. [42], the inertial-shaker/structure interaction can be modeled as a moving mass and an
active interface that includes the mechanical suspension and the electro-magnetic force (Fig. 9). Given the
shaker model, the input voltage and the connecting point displacement, it is possible to estimate the force
acting on the structure at the interface point (F int). Substituting the current value I in Eq. (22) into Eq. (23)
and neglecting the inductance L, since it is usually small [43], yields

F int ¼
kf

R
E �

kf

R
kv þ ci

� �
ð _us � _uiÞ � kiðus � uiÞ. (24)

Fig. 10(a) shows the structural FRF defined by us=F int of the vibro-acoustic model and (b) a comparison
between the idealized force input defined by F id ¼ kf E=R, constant over frequency, the simulated load
provided by an inertial-shaker, F int, and the actual measured force, F exp. It can be seen that, in the low-
frequency range and in the vicinity of structural resonances, the force level drops, as a result of the shaker/
structure interaction. The inclusion of the actuator model in the simulation allows the assessment of a
phenomenon inherent to the use of such electrodynamic devices, i.e., the force drop-off around resonance
frequencies. The drops in the excitation force can lead to errors in the experimental FRFs [40,41] but mainly,
when the active control system is concerned, can result in overestimated authority and performance of the
active solution [44].

The shaker model can be externally connected to any dof of the firewall, with the advantage of the SS model
of the passive plant remaining unchanged (Fig. 11b). This is a useful structure for optimization as the SAP
positions, i.e. the SS inputs, can be variables of the optimization procedure.
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3. Concurrent mechatronic design of active systems

The main objective of the considered active control system is to minimize the noise transmitted from the EC
to the PC. Among the parameters addressed during the design of an active system is the controller design more
specifically, the definition of a control strategy, the selection and configuration of sensors and actuators, the
parameters setting, etc. In a concurrent mechatronic approach, plant dynamic parameters could also be taken
into account, aiming at an improved active system design.

Due to its relatively simple implementation, a time-invariant collocated velocity feedback is selected. In this
application, the feedback gain on the structural SAP is optimized with respect to the pressure at the driver’s
ear, rather than the firewall vibration. This ASAC strategy is applicable when the acoustic source is
transmitted into a cavity through a limited number of structural paths [1,45]. Fig. 11(a) shows a scheme
of sensor and actuator positions and Fig. 11(b) shows a scheme of the adopted ASAC with the structural
sensors and actuators involved in the control loop and the acoustic sensors and actuators related to the
performance evaluation.

As a disturbance signal, an acoustic source in the EC that resembles engine noise is used (F a in Fig. 11b). At
constant speed, the characteristic frequency content of engine noise is a combination of the fundamental
frequency (rotating speed), its harmonics and the background noise. During a run-up, these frequencies are
swept, exciting a broad spectrum. After analyzing a series of time signals from real engine run-ups, the average
amplitude of the disturbance signal was defined as depicted in Fig. 12.
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Since the control strategy is selected, the control design consists of determining the position of the SAP and
the velocity feedback gain. The structural design parameter is the thickness of the firewall, as it directly affects
the vibro-acoustic behavior of the system.

The metrics adopted to evaluate the design are the system performance, the control effort and the structural
firewall mass. The performance of the system is defined as the sound pressure level (SPL), in dB, at the driver’s
ear position (Eq. (25)) and the control effort is defined as the applied control effort (COE), in V, (Eq. (26)).

SPL ¼ 20 log
prms

2� 10�5

� �
, (25)

COE ¼ G _urms, (26)

where p, in Pa, is the acoustic pressure, G, in V/(m/s), is the velocity feedback gain and _u, in m/s, is the
structural velocity.

In a conventional design procedure, the structure is first optimized based on the passive performance and
then, afterwards, an active control system is designed. Fig. 13 shows the passive performance for different
firewall thicknesses (from 0.5 to 4.5mm with a 0.1mm step). Different performances occur due to the coupling
between the structural and acoustic resonances. A good coupling between these resonances allows the noise at
the EC to be transmitted through the firewall to the PC more efficiently, decreasing the performance, as occurs
for instance for firewalls around 2.0mm. On the other hand, the noise at EC will not be efficiently transmitted
when the resonances and modes are not strongly coupled, increasing the performance, e.g. for the 1.5mm
firewall (Table 1). The markers in Fig. 13 represent the typical plate thicknesses readily available on the
market, and therefore will be considered as the only feasible choices hereafter.

The presented optimization problem adopting a concurrent mechatronic design approach assumes that the
controller is performed by a single collocated SAP. Therefore, the variables are the firewall thickness, the
velocity feedback gain and the position of the SAP. This optimization problem deals with continuous
variables, i.e. the feedback gain, and discrete variables, i.e. the firewall thickness (discrete values readily
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available on the market) and the SAP position (node locations on the firewall FE model). In addition, this
problem is non-convex and nonlinear. Since the model is of reduced size, an extensive search is performed for
all possible configurations, comprising: all free nodes of the firewall as possible positions for the SAP (171
positions as indicated in Fig. 14), different thicknesses of the firewall (1.0, 1.5, 2.0 and 2.5mm) and several
feedback gains (from 0 to 10 kN=ðm=sÞ).

Multi-objective optimization problems, usually, have conflicting objective functions. Therefore, the
derivation of a single cost function as a weighted summation of those objectives [46] is not a trivial task since it
may have a huge impact on the optimal design.

A more comprehensive strategy is to find the tradeoffs among several objectives. The Pareto plot represents
the best obtainable compromises between all the conflicting objective functions [47]. This plot shows the
feasible and infeasible design regions in the objective space. Fig. 15 shows the feasible region in the design
space limited by the design constraints and its mapping to the objective space. The lower border between the
feasible and infeasible regions in the objective space is the Pareto front. It contains the possible optimal
combinations of the objectives. Objectives out of the border may lead to infeasible or suboptimal designs,
i.e., for a solution belonging to this border it is not possible to improve one objective function without
worsening another one [47]. Eventually, the solution derived by any single cost function is captured by the
Pareto front. In this way, the designer can choose one single solution belonging to the Pareto front that suits
better other design criteria.

Fig. 16 shows, for different firewall thicknesses, the Pareto plot considering performance and control
effort. All feasible configurations, derived from an extensive search for various SAP locations and
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feedback gains, are shown in this Pareto plot. The first conclusion that can be drawn is that the lightest
option (1.0mm) presents unsatisfactory passive and active performances. Therefore, considering performance
and effort as design criteria, three configurations may be suitable: 1.5, 2.0 and 2.5mm firewall. Among them,
the lighter configuration, 1.5mm, presents the best passive performance (72.4 dB as already indicated in
Fig. 13).

According to a conventional design sequence, a natural choice would be to select the thinner firewall
(1.5mm), resulting in the lightest design and the best passive configuration. However, when the closed-loop
performance is analyzed, the performance improvement of the lightest configuration is rather limited
compared to the other configurations. For instance, requiring that the performance of the active system should
be below 70.0 dB, the lightest configuration barely achieves this target (Fig. 16). Considering this target, the
thicker configurations would achieve higher noise reduction, despite their lower passive performance. For a
70.0 dB target the lightest design is the 2.0mm firewall. Moreover, it is possible to reach the same performance
with less control effort by selecting the 2.5mm firewall.

In summary, a conventional design sequence would lead to 1.5mm firewall with the best possible closed-
loop performance of 70.2 dB, while the concurrent mechatronic approach would lead to a 2.0mm firewall with
closed-loop performance up to 68.8 dB or even 2.5mm achieving up to 64.1 dB. The concurrent mechatronic
approach delivers better results than the conventional design sequence, since the system passive performance is
not considered independently from the control dynamics.

Additionally, Fig. 16 shows that some SAP positions with a high-velocity feedback gain value, i.e. high
effort values, can deteriorate the system performance compared with the passive performance. This
phenomenon occurs because high-velocity feedback gains may clamp this position, modifying the dynamic
behavior of the firewall, shifting natural frequencies and modes. Thus, the coupling between the acoustic and
structural resonances can be amplified, deteriorating the system performance.

The system performance, according to the collocated SAP position, depends strongly on the firewall
thickness. Fig. 17 shows the best achievable performance for each SAP position on the firewall (z and y

directions) for different thicknesses. As mentioned before, this behavior can be explained by the fact that
different thicknesses lead to differences in the structural resonance frequencies and, consequently, variations
on the vibro-acoustic coupling. In this way, different vibro-acoustic modes may have a stronger contribution
on the transmissibility process, resulting in distinct topologies for the optimum surfaces. As can be observed in
Figs. 16 and 17, the same performance can be achieved by different configurations. These results justify the
mechatronic design approach and illustrate the limits in the conventional design methodology for active vibro-
acoustic applications.

Fig. 17 results from a priori derivation of reduced models for each firewall thickness. Each firewall thickness
requires a reduced model. The required calculation time for deriving a reduced model depends a.o. on the
modal density (see Table 2). Using a Pentium IV, with a processor of 1.4GHz, the CPU time varied from 580 s
for deriving the reduced model for the 2.5mm firewall to 750 s for deriving the reduced model for the 1.0mm
firewall. The model reduction procedure is performed just once for each firewall thickness, since all possible



ARTICLE IN PRESS
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SAP positions are kept during the model reduction procedure. Once the reduced model is derived, the Pareto
plot can be built finding the best gain for each possible SAP position. Using the same processor, this derivation
took about 1500 s for each reduced model.

The numerical results have been verified experimentally by comparing the passive and active sound spectra
at the driver’s ear position for the 2.0mm firewall. Fig. 18 shows the sub-optimal case, where the SAP is placed
closer to the border (node 130 in Fig. 14) and the feedback gain is set to 466V/(m/s). Fig. 19 shows the global
optimal solution, with SAP at node 87 and feedback gain 466V/(m/s). Table 3summarizes the SPL and the
noise reduction for the passive, sub-optimal and optimal solutions depicted in Figs. 18 and 19. The good
agreement between experiment and simulation corroborates the results presented and emphasizes the benefits
of the proposed concurrent mechatronic approach.
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Table 3

Experimental and simulated SPL at the driver’s ear for passive, sub-optimal and optimal solutions

Solution Experiments Simulation

SPL (dB) Reduction (dB) SPL (dB) Reduction (dB)

Passive 76.7 – 78.0 –

Sub-optimal 75.8 0.9 76.6 1.4

Optimal 67.9 8.8 68.8 9.2
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4. Conclusions and future work

A concurrent mechatronic approach for ASAC, considering a fully coupled vibro-acoustic system with SAP
models, has been presented. This general approach allows the inclusion of any kind of controller that uses
structural or acoustic sensors and actuators. The modeling procedure was validated by correlating the direct
FE and the reduced SS models. Eventually, the vibro-acoustic model reduction procedure was experimentally
validated for a system that resembles a passenger vehicle interior.

The benefits of this approach have been exploited in some investigations considering structural and control
parameters as the firewall thickness, the velocity feedback gain and the position of the SAP. The first
conclusion that can be outlined is that optimal passive performance systems may have inferior closed-loop
performance. Consequently, an optimal design can only be achieved when considering structure and control
concurrently.

Considering that an ASAC modeling procedure is a multi-disciplinary assignment, distinct objectives arise
from these disciplines. Capturing the design tradeoffs, using for instance the Pareto front, can assist the
designer to gain better insights into the problem.

Comparisons between experimental and simulation results for the passive, sub-optimal and optimal
solutions showed good agreement confirming the benefits of the proposed concurrent mechatronic approach
for ASAC design.

Given the potential of piezoelectric materials for active control purposes, a next step in this study will be the
inclusion of distributed sensors and actuators in the methodology. As optimization variables, not only the
placements and the control gains but also the shape of the piezo-patches may then be considered.
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